Precise Potato Leaf Disease Detection with You Only Look Once Models: A Comparative Analysis
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**Abstract.** Potato leaf diseases are significant challenges in agriculture, which causes substantial yield losses, economic difficulties for farmers, and potential food security threats. Early blight, caused by fungi, thrives in warmer temperatures and is characterized by brown-black oval spots on leaves. Late blight, caused by oomycetes, prefers cooler, moist environments and presents dark brown spots with whitish fungal growth. Early detection of these diseases is necessary to reduce crop loss and ensure sustainable agricultural practices. This study systematically implemented You Only Look Once (YOLO) models in detecting potato leaf diseases, focusing on three different classes. The dataset used for this research was sourced from Kaggle containing a total of 2,152 images. Preprocessing techniques such as data resizing and dummy annotations were applied. Among the YOLO models, YOLOv11 demonstrated the highest performance, achieving a mAP50 of 99.5% and a mAP50−95 of 98.4%, precision of 98.1% and a recall of 97.1%. These results outperformed the previous versions of YOLO models and other transformer models. These results show the advancements of architectural components used in YOLOv11 such as C3K2 and C2PSA, improving feature extraction and attention mechanism techniques. Furthermore, YOLOv11 requires only 2.6 million parameters, significantly less than its previous versions and other transformers.

# INTRODUCTION

In Over 140 countries, potato is the 4th most cultivated food following maize, wheat and rice [1]. This shows the importance of potatoes in world food crops. Nevertheless, potatoes face numerous diseases that threaten the yield and quality of potatoes [2]. Both early blight and late blight can cause serious problems under favorable conditions, with potential loss of 50% cross in various scenarios [3]. Among them, late blight is a more significant problem for potatoes, causing an annual loss of around $10 billion annually [4]. It has been shown that integrating disease management strategies can reduce disease incidence by 30-70% [5]. Therefore, it is important to intervene and prevent these diseases timely.

One of the key solutions of addressing this challenge is automated detection system using computer vision. While traditional Convolutional Neural Networks (CNNs) have shown success in image classification, object detection models can be more effective for leaf disease detection in specific instances of disease on leaves. YOLO models are one of the key advancements used for detection related implementations. However, while existing YOLO implementations face limitations regarding their accuracy and generalizability with proper evolution metrics [6]. Furthermore, current studies focus on broader applications without diving into the unique complexities of specific leaf diseases [6]. This gap undermines the development of effective, integrated disease detection techniques.

As a result, this research focuses on systematic implementation of recent YOLO models for detecting potato leaf disease accurately. The objective of the study was to identify the model offering highest accuracy and efficiency so that agricultural productivity and sustainability can be enhanced. Our study highlights the superior performance of YOLOv11 compared to previous versions of the model, achieving detection accuracy of 99.5% while using significantly less parameters (2.6 million). This advancement not only shows the potential of implementing the model for timely intervention for potato leaf diseases but also represents a significant step forward in sustainable agriculture.

# LITERATURE REVIEW

This section of the paper gives an overview of recent studies involving YOLO models and potato leaf disease detection.

J. Wang and H. Zhao proposed YOLOv8-MSS algorithm for surface object detection [7]. The model achieved 5% increase in mAP50 (Mean Average Precision with 50% confidence) compared to YOLOv8. Their model implemented 4x down sampling detection head to the YOLOv8n model and replaced the C2f module in the backbone with C2fMLCA to the noise from complex water surface environments. Furthermore, the use of SloU loss function instead of CloU was used to improve the bounding box accuracy. X. Wang et al. introduced YOLOv8n-vegetable model which was able to outperform existing object detection models in terms of precision, recall, mAP, parameters, model size, and processing speed for vegetable disease detection [8]. R. He et al. developed a model named YOLOv9-LSBN model that had better precision and recall compared to other YOLO models for cotton pest detection and identification [9]. They replaced the RepNCSPELAN4 module in YOLOv9 with advanced RepLanLsk module and employed a series of depth-wise convolution kernels to extract more precise information. D. Lu and Y. Wang demonstrated a model named MAR-YOLOv9 superior performance in object detection and counting tasks on four plant datasets, achieving significant improvements in metrics like precision, recall, and mAP [10]. S. Guan et al. integrated BiFPN module with YOLOv10 that achieved mAP50 of 95.10% in wheat spike detection, outperforming YOLOv10 model [11]. J. Ou et al. proposed GAS\_YOLO model based on YOLOv10 for road defect detection, especially for small object detection with an improvement of 10.8% in parameter count and with a mAP50 of 86.5% [12]. A. T. Khan and S. M. Jensen showed that YOLOv11 had a mAP50 of over 0.85 and 0.7 respectively for bounding box tasks with spring crops and winter crops [13]. Using primary data, they used two training approaches: a combined dataset across all crops and individual datasets for each crop. L. He et al. devised YOLOv11-Seg model achieving high accuracy in object detection and segmentation on construction sites, with over 80% of test samples having confidence scores above 90% in constructor sites object segmentation [14]. These advancements using YOLO models are potentially transferable to detect various agricultural diseases.

H. Ghosh et al. recommended transfer learning model for potato leaf disease including VGG19, DenseNet121, and ResNet50 where VGG19 had an accuracy of 98.77% and loss of 0.028 on the training set [15]. Although DenseNet121 outperformed VGG19 and ResNet50 in terms of validation loss and accuracy. J. Pasalka et al. presented CNN-based approach achieved 97.4% accuracy in classifying healthy potato leaves and infected leaves [16]. J. Rashid et al. developed a custom model called PDDCNN that was able to detect potato leaf disease with an accuracy of 98.75% with data augmentation [17]. M. G. Lanjewar et al. used four transfer learning models. Among them, DenseNet achieved an accuracy of 99% for potato leaf disease detection [18]. Furthermore, their modified VGG19 and NasNet model had an accuracy of 98%.

# METHODOLOGY

This section of the paper gives a detailed description of the proposed methodology and the YOLO models. Figure 1 shows the methodology of the study.
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**FIGURE 1.** Proposed methodology of the study

## Data Collection

The Potato Leaf Disease dataset is a well-structured collection of images obtained from Kaggle [19]. This dataset comprises 2,152 high-quality images distributed into three categories: 152 images of healthy leaves and two categories (Early Blight and Late Blight) evenly distributed into 1,000 images each. This balanced dataset simplifies the training and evaluation process for machine learning models. Figure 2 shows examples for three classes of the dataset. The images were resized to a uniform dimension of 128 × 128 for optimal performance across the models and device compatibility. For YOLO- compatible data preparation, annotation files were generated in the required format, where each image was associated with a corresponding .txt file containing the coordinates. For YOLO compatible data preprocessing, dummy annotations (0.5 0.5 0.5 0.5) were initially used as placeholders to structure the label files. These annotations ensure proper alignment with the training and validation datasets for YOLO model training. The bounding boxes were manually annotated to accurately demarcate the regions of interest using
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**FIGURE 2.** Example of the classes of the dataset

## YOLO Model Architecture

In 2015, YOLO was introduced [20]. Since then, significant advancements have been made, enhancing both detection accuracy and computational efficiency across successive YOLO versions. Each version introduced innovative techniques [21] such as YOLOv2 introduced multi-scale training and dimension clustering. YOLOv3 incorporated the SPP block and the Darknet-53 backbone. YOLOv4 featured the Mish activation function and the CSPDarknet-53 backbone. YOLOv5 introduced anchor-free detection and SWISH activation. YOLOv7 introduced architectural advancements such as Extended-ELAN (E-ELAN), model scaling techniques for different computational budgets [22]. Ultralytics improved the architecture further with YOLOv8, introducing five scaled versions for objectness, classification, and regression tasks. It utilizes a modified CSPDarknet53 backbone with a C2f module, an SPPF layer for feature pooling, batch normalization, and SiLU activation [23]. YOLOv9 introduced improvements such better gradient flow and information transfer [24]. YOLOv11, released in 2024 [25], introduces The C3k2 Block enhances feature extraction with an efficient convolutional structure. SPPF (Spatial Pyramid Pooling - Fast) effectively captures multi-scale features. Attention mechanism was introduced by C2PSA (Cross Stage Partial with Spatial Attention). Moreover, YOLOv11 has 22% less parameters compared to YOLOv8m. These enhancements enable YOLOv11 to achieve higher accuracy, faster processing speeds, and adaptability across diverse computer vision tasks, outperforming its predecessors in efficiency and precision.

## Experimental Setup

The experimental setup involved 50 epochs with a batch size of 16 to ensure consistency across evaluations. All experiments were conducted on a system containing an Intel Core i3-13th generation processor, utilizing its integrated GPU.

## Evaluation Metrics

Various evolution metrics such as precision, recall, mAP50, mAP50-95, F1 score, confusion matrix were used to ensure constant performance and efficiency of the models in detecting the diseases accurately.

# RESULT AND DISCUSSION

Table 1 presents the performance metrics of the evaluated models.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **TABLE 1.** Performance of the YOLO models for potato leaf disease detection | | | | |
| **Model** | **Precision** | **Recall** | **mAP50** | **mAP50-95** |
| YOLOv8 | 88.7% | 91.8% | 98.3% | 94.1% |
| YOLOv9 | 97.6% | 97.8% | **99.5%** | 91.9% |
| YOLOv10 | 83.2% | 91.2% | 96.1% | 93.9% |
| YOLOv11 | **98.1%** | **97.1%** | **99.5%** | **99.0%** |

Based on evolution metrics, YOLOv11 performed the best across all the evolution metrics. YOLOv11 achieved the highest precision at 98.1%, highest recall at 97.1%, highest mAP50-95 at 99.0% and highest mAP50 at 99.5%. Both YOLOv11 and YOLOv8 achieved the highest mAP50 at 99.5%. The plots depict various metrics for both the training and validation datasets. The performance of the YOLOv11 model throughout the epochs can be seen on Figure 3. The consistent and generally improving trends observed in these plots indicate that the YOLOv11 model achieves a robust and generalizable performance in potato leaf disease. Figure 4 depicts the F1-confidence curve. The model achieved an F1 score of 0.96 with a confidence of 79.8%, while maintaining a precision-recall value of 99.5%. This shows the excellent trade off ability of the YOLOv11 model for false positive rate and true positive rate at high confidence level for potato leaf disease.

|  |
| --- |
|  |
| **FIGURE 3.** Evolution metrics of the YOLOv11 model across epochs |

Figure 5 shows the precision-recall tradeoff for the YOLOv11 model. YOLOv11 had excellent performance in the trade-off for precision recall at all three classes at 99.5%. This shows the great generalization ability of the YOLOv11 model for potato leaf disease detection. Figure 6 presents the confusion matrix of the YOLOv11 model, highlighting its strong classification performance across all categories. For the validation set, the YOLOv11 showed great performance across all the classes. Although, in the total, the model only detected 21 images as background out of 430 images in the validation set, while they were classes of the dataset. Figure 7 showcases sample detections made by the YOLOv11 model across various classes, demonstrating its effectiveness in real time object detection. Finally, Table 2 compares accuracy of YOLOv11 with previous research of potato leaf disease detection with transfer learning models. YOLOv11 has also showed better performance than other models.

|  |  |
| --- | --- |
|  |  |
| **FIGURE 4.** F1-confidence curve of the YOLOv11 model. | **FIGURE 5.** Precision-recall tradeoff of the YOLOv11 model. |

|  |  |
| --- | --- |
|  |  |
| **FIGURE 6.** Confusion matrix of the YOLOv11 model. | **FIGURE 7.** Detection examples of the YOLOv111 model on the validation set. |

|  |  |  |
| --- | --- | --- |
| **TABLE 2.** Comparison of YOLOv11 model with other studies. | | |
| **Authors** | **Models** | **Accuracy (%)** |
| H. Ghosh et al. [15] | VGG19 | 98.77 |
| J. Pasalka et al. [16] | VGG16 | 97.40 |
| J. Rashid et al. [17] | PDDCNN | 98.75 |
| M. G. Lanjewar et al. [18] | DenseNet | 99.00 |
| This Study | **YOLOv11** | **99.50** |

# CONCLUSION

This study demonstrated the performance of state-of-the-art YOLO models in detecting potato leaf diseases. The experimental results unequivocally demonstrate that YOLOv11 outperforms its predecessors across key evaluation metrics, achieving exceptional performance. These superior performance metrics underscore the enhanced capabilities of YOLOv11 in accurately and reliably detecting potato leaf diseases. While these results are promising, they are based on a specific dataset and focus on a comparative application rather than developing novel modifications in architecture. Future research should focus on evaluating YOLOv11's performance on more diverse datasets, encompassing images collected from various geographical locations, under different lighting conditions, and across multiple potato varieties, to robustly assess real-world generalizability and applicability. Nevertheless, the findings underscore the importance of utilizing cutting-edge machine learning techniques to address critical challenges in agriculture.
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